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inputs = layers.Input(shape={572, 572, 1))
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conv® = layers.Conv2D(&4, activation=‘relu', kernel_size = 3)(inputs)

convl

conv2 = layers.MaxPcol2p(peel_size=(2, 2), strides=(2, 2))(convi)

# [2]

conv3d = layers.Conv2D(128, activation='relu', kernel_size=3)(conv2)
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layers.Conv2D(&4, activation="relu', kernel_size=3)(conv@) # Skip connection2Z Expanding pat

layers.Conv2D(128, activation='relu', kernel_size=3)(conv3) # Skip connection2Z Expanding pa
layers.MaxPcol2D(pool_size=(2, 2), strides=(2, 2)){conv4)
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